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ABSTRACT

The recognition of speech in meetings poses a number of chal-
lenges to current Automatic Speech Recognition (ASR) techniques.
Meetings typically take place in rooms with non-ideal acoustic
conditions and significant background noise, and may contain large
sections of overlapping speech. In such circumstances, headset mi-
crophones have to date provided the best recognition performance,
however participants are often reluctant to wear them. Micro-
phone arrays provide an alternative to close-talking microphones
by providing speech enhancement through directional discrimina-
tion. Unfortunately, however, development of array front-end sys-
tems for state-of-the-art large vocabulary continuous speech recog-
nition suffers from a lack of necessary resources, as most available
speech corpora consist only of single-channel recordings. This
paper describes the collection of an audio-visual corpus of read
speech from a number of instrumented meeting rooms. The cor-
pus, based on the WSJCAM0 database, is suitable for use in con-
tinuous speech recognition experiments and is captured using a
variety of microphones, including arrays, as well as close-up and
wider angle cameras. The paper also describes some initial ASR
experiments on the corpus comparing the use of close-talking mi-
crophones with both a fixed and a blind array beamforming tech-
nique.

1. INTRODUCTION

Meetings are an everyday occurrence in the workplace, used as a
forum for problem solving, planning, and sharing of ideas within
working teams. Within meetings, speech is the predominant mode
of interaction between participants. If accurate, easily searchable
records of meetings are to be maintained, automatic speech tran-
scription is required. To this end, significant emphasis has recently
been placed on adapting state-of-the-art automatic recognition sys-
tems to the meetings domain [1, 2].

One of the major problems with recognition of speech in meet-
ings is that of robustly acquiring the speech signal given the ad-
verse conditions (in terms of ASR performance) in which most
meetings are held. Meeting rooms are often reverberant (e.g., the
instrumented meeting room at the University of Edinburgh has a
reverberation time in the region of 0.7s); they suffer from signifi-
cant background noise, e.g. from projectors and computers within
the room, and activities outside the room; and meetings often con-
tain periods in which several people are speaking concurrently.
Close-talking microphones alleviate many of these problems and

give the highest accuracy from current ASR systems [3], however
it is impractical to provide every participant in a meeting with a
headset microphone for a number of reasons — the cost of such de-
vices is prohibitive, participants find them obtrusive and feel self-
conscious wearing them, and unless radio microphones are used,
participants are effectively tethered to one location, unable to act
or move naturally. Microphone arrays offer a potential solution to
these problems.

A microphone array provides an enhanced version of the in-
put speech based on the location of the speaker. A body of pre-
vious work, e.g. [4, 5], has shown that arrays can be an effective
alternative to close-talking microphones for single speaker ASR
in noisy environments. In addition, in a multi-speaker environ-
ment, the directional nature of the array allows discrimination be-
tween speakers leading to improved ASR performance for over-
lapping speech [6]. Primarily due to a lack of appropriate corpora,
however, research into microphone array ASR has to date focused
on digit recognition tasks, which obviously bear little similarity
to speech in meetings. While some larger vocabulary tasks have
been investigated, such as in [7], these have used simulated cor-
pora rather than real recordings.

Recently, the NIST RTO4S and RT05S evaluations have pro-
vided a comparison of speech recognition on data recorded in real
meetings with both close talking and array microphones. The
ICSI-SRI system detailed in [1] shows that while microphone ar-
rays achieve lower ASR performance than close-talking micro-
phones, they can significantly improve performance over that of
a single distant microphone. While it is desirable to conduct re-
search into array processing techniques for use on real meeting
data such as that used in the NIST evaluation, the recognition sys-
tems required to give acceptable performance on such tasks are
extremely complex, representing the output of many man years of
development. As such, it is not feasible for many research teams to
test the performance of their algorithms on such data. Even when
such systems are available, the time taken to conduct experiments
with them can be impractical.

For these reasons, it was decided to record a corpus offering an
intermediate task between simple digit recognition and large vo-
cabulary conversational speech recognition. The corpus consists
of read Wall Street Journal sentences taken from the test set of the
WSJCAM0 database. As such, experiments may be carried out on
the data using standard HMM recognition systems which are rela-
tively straightforward to implement. The corpus is recorded in the
instrumented meeting rooms constructed for the recording of the
AMI Meetings Corpus [8]. The sentences are read by a range of
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speakers (some 45 in total) with varying accents (including a num-
ber of non-native English speakers). Sentences are read according
to a number of scenarios including a single stationary speaker, a
single moving speaker, and multiple concurrent speakers. During
recordings, all speakers wear lapel and headset microphones, and
audio from two eight element microphone arrays is also captured.
The rooms also provide synchronised video recordings including
close-up views of the speakers’ faces, as well as wide-angle views
of the entire room. As such, the data is suitable for a wide variety
of research tasks including :

• development of microphone array ASR front-end process-
ing systems,

• audio-visual ASR,

• audio-visual person tracking,

• integration of audio-visual person tracking with microphone
array ASR processing,

• recognition of accented and non-native English speech,

• recognition of overlapped speech.

The paper is organised as follows. Section 2 specifies the new
Multi-Channel Wall Street Journal Audio-Visual (MC-WSJ-AV)
corpus. Section 3 then details two beamforming techniques — one
utilising information concerning the position of the speaker and
the array geometry; the other estimating the beamforming filters
‘blind’ from the recorded signals. Section 4 describes some initial
experiments on a subset of the MC-WSJ-AV corpus by comparing
recognition accuracy of these beamforming techniques to headset
and lapel recordings. Section 5 presents concluding remarks and
future plans.

2. THE MC-WSJ-AV DATABASE SPECIFICATION

This section overviews the recording of the MC-WSJ-AV data-
base, an audio-visual corpus suitable for, among many other tasks,
development of microphone array algorithms.

2.1. Data Acquisition

Three sites are involved in the recording of the data: The Cen-
tre for Speech Technology Research, Edinburgh (UEDIN), The
IDIAP Research Institute, Switzerland (IDIAP) and TNO Human
Factors, The Netherlands (TNO). Instrumented meeting rooms in-
stalled at the three sites allow the capture of fully synchronised
audio and video data as described in [8]. The layout of the UEDIN
room, showing the positions of the microphone arrays and video
cameras, plus the six reading positions, is shown in Figure 1. The
room contains two eight-element circular microphone arrays, one
mounted at the center and one at the end of the meeting room ta-
ble. In addition, the speakers are provided with close-talking ra-
dio headset and lapel microphones. Close-up cameras give facial
views of the speakers while in the seated positions, and wide angle
cameras give views of the entire floor area of the room. The TNO
and IDIAP rooms contain similar recording equipment, but differ
in their physical layout and acoustic conditions.

2.2. Speaking Conditions

The data consists of recordings of Wall Street Journal sentences
read in instrumented meeting rooms under three conditions:

Fig. 1. The layout of the UEDIN Instrumented Meeting Room
(measurements in cm). Array microphones are numbered 1-16.
Cameras are mounted under Array 1 to give closeup views of par-
ticipants in the seated locations. The six reading locations are in-
dicated as Seat 1-4, Presentation and Whiteboard.

1. Single Speaker Stationary. For this condition the speaker is
asked to read sentences from six positions within the meet-
ing room — four seated around the table, one standing at
the whiteboard and one standing at the presentation screen.
One sixth of each speaker’s sentences are read from each
position.

2. Single Speaker Moving For this condition the speaker is
asked to move between the six positions while reading the
sentences. The speaker begins reading at position 1 and
moves to position 2 while reading the first sentence. They
then move back to position 1 while reading the next, and
continue alternating between these two positions with each
sentence. When a sixth of their sentences have been read,
the speaker then alternates between positions 2 and 3 for
the next sixth, then positions 3 and 4 for the next, and so
on.

3. Overlapping Speakers (Stationary) Here, two speakers are
asked to simultaneously read their sentences from different
positions within the room. The speakers remain in the same
positions for the entirety of these recordings and separate
recordings are made from each of the 15 pairs of positions.

Speakers were asked to read naturally with no constraints placed
on speaking style, pronunciation or accent. With the exception of
the data recorded at the UEDIN site, which consists of all native
speakers, the corpus contains many non-native English speakers.

2.3. Corpus Structure

MC-WSJ-AV is divided into one development set (DEV) and two
evaluation sets (EVAL1 and EVAL2) for each of the three con-
ditions. The selection of read sentences for these sets is based
on the development and evaluation sets of the WSJCAM0 British
English corpus [9]. Each speaker’s prompts contain 17 adapta-
tion sentences, 40 sentences from the 5000-word sub-corpus and
40 sentences from the 20000-word sub-corpus, giving a total of 97
sentences per speaker. The WSJCAM0 development set contains
20 speakers and the evaluation-1 and evaluation-2 sets 14 speakers
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each. Given that, for our overlap condition, the 6 speaking loca-
tions give 15 unique pairs of seats, it was decided that we would
use the prompts from 15 WSJCAM0 speakers in each of our sets.
THE MC-WSJ-AV DEV set sentences are therefore the first 15
speakers prompts from the WSJCAM0 development set. EVAL1
sentences are the prompts from the entire WSJCAM0 evaluation-1
set, plus one of the speakers from the WSJCAM0 development set
not already used. Similarly the EVAL2 sentences are the prompts
from the entire WSJCAM0 evaluation-2 set, plus one from the re-
maining WSJCAM0 development set. Table 4 shows the recording
schedule for the DEV set.

2.4. Status

To date, the single speaker stationary data at UEDIN has been
recorded, segmented and checked, and only this data was used for
the current experiments. The single speaker moving data from the
UEDIN site has been recorded and will be segmented and checked.
The UEDIN overlap data is scheduled for recording in July 2005.
All the data from the IDIAP site has been recorded and is currently
being segmented and checked and will be completed by September
2005. The data from the TNO site will be recorded in late 2005.
The data is expected to be released to the research community to-
wards the end of 2005. A sample of the data is available from
http://mmm.idiap.ch/MC-WSJ-AV

3. BEAMFORMING TECHNIQUES

In this section we present two beamforming approaches that may
be applied to the microphone array recordings in the corpus as the
front-end to an ASR system. The first approach relies on knowl-
edge of the recording environment and array geometry, while the
second is a completely automatic system, requiring no knowledge
of the speaker location or microphone placement. In both cases,
the superdirective beamforming technique is used to calculate the
channel filters wn maximising the array gain, while maintaining
a minimum constraint on the white noise gain. This technique is
fully described in [10, 11]. The optimal filters are calculated as:

w =
Γ−1d

dHΓ−1d
(1)

where w is the vector of microphone filters,

w(f) =
[

w1(f) w2(f) . . . wN (f)
]T

, (2)

d is the propagation vector between the source and each micro-
phone,

d(f) =
[

α1e
−2πfτ1 α2e

−2πfτ2 . . . αNe−2πfτN

]T
,

(3)
and Γ is the noise coherence matrix. The two techniques used in
the experiments differ only in the way in which the channel scaling
factors αn, delays τn, and noise coherence matrix are calculated,
as described in the following sub-sections.

3.1. Fixed Beamformer

The fixed beamformer technique relies on knowledge of both the
microphone array geometry, and a speaker location. Given pn

as the location vector of microphone n, and p(s) as the location
vector of the speaker, taking the first microphone as the reference

for convenience, then the channel scaling factors, delays and noise
coherence matrix can be calculated as [10, 11]:

αn =
d
(s)
1

d
(s)
n

(4)

τn =
d
(s)
n − d

(s)
1

c
(5)

Γnm = sinc

(
2πfdnm

c

)
(6)

where d
(s)
n = ‖p(s) − pn‖ and dnm = ‖pn − pm‖.

As described in the previous section, for the stationary speaker
scenarios in the corpus the speaker occupies one of 6 known lo-
cations in the room. For the experiments in this paper, we pre-
calculate fixed beamforming filters for each of these locations.
Then, for each utterance, we beamform simultaneously to each
location and then select the one with the highest energy. In this
way, the fixed beamforming technique used in the following exper-
iments is in fact a simple tracking beamformer performing steered
response power localisation over six discrete locations.

3.2. Blind Beamformer

The fixed technique described above relies on prior knowledge of
the microphone array geometry, as well as accurate channel gain
calibration and sample-synchronous acquisition. In many practi-
cal cases, these assumptions may not be valid, necessitating more
general methods.

Assuming there is one dominant speaker during a given short-
term speech frame, then αn may be estimated as the ratio between
the measured frame energy of the reference microphone and mi-
crophone n, and τn may be estimated by finding the peak in their
generalised cross-correlation (GCC) function [12]. Assuming pre-
dominantly stationary background noise, The noise coherence ma-
trix elements Γnm may be estimated using averaged spectra of
low energy frames (assumes predominantly stationary background
noise) or else simply set to an identity matrix (assumes predomi-
nantly incoherent noise, equivalent to delay-sum beamforming).

In the blind beamformer used in the following experiments,
the above terms are estimated as described for each short-term in-
put frame, and the beamforming filters updated according to Equa-
tion 1. This technique was used as an ASR system front-end for
the multiple distant microphone (MDM) condition in the recent
Spring 2005 NIST Rich Transcription evaluation [2], and was in
part based on the approach taken in the ICSI-SRI-UW system from
the 2004 evaluations [1].

4. EXPERIMENTS AND RESULTS

One of the main uses of the MC-WSJ-AV corpus will be as a re-
source for research of microphone array processing ASR front-
ends. This section presents some initial experiments comparing
the beamforming approaches described in the preceding section
with the headset, lapel and single distant microphone (SDM) record-
ings.

4.1. Recognition System and Task

A baseline speech recognition system was trained using HTK on
the WSJCAM0 database. The training set consists of 53 male and
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Channel No Channel S.D.
adaptation adaptation adaptation

Headset 14.8 14.0 12.3
Lapel 26.3 20.2 18.0
Fixed Beamformer 48.6 35.6 28.1
Blind Beamformer 55.2 36.5 31.6
SDM 87.6 73.3 66.5

Table 1. % Word error rates for the 5k closed vocabulary task
using stationary speaker MC-WSJ-AV data from the UEDIN room.

39 female speakers, all with British English accents. The system
consists of approximately 11000 tied-state triphones with three
emitting states per triphone and 6 mixture components per state.
52-element feature vectors were used, comprising 13 MFCCs (in-
cluding the 0th cepstral coefficient) with their first, second and
third order derivatives. The dictionaries used were generated from
that developed for the AMI NIST RT05S system [3], and the lan-
guage models are the standard MIT-Lincoln Labs 5k and 20k Wall
Street Journal trigram language models. The baseline system, with
no adaptation, gives 9.91% WER on the WSJCAM0 si dt5a 5000-
word task and 20.44% WER on the si dt20a task 20000 word task.
These results are comparable to those reported in the SQALE eval-
uation using the WSJCAM0 database [13].

The test data used in the experiments are the Stationary Speaker
EVAL1 sentences recorded at UEDIN. Results are reported on the
5000-word task, giving a total of 189 test sentences comprising
approximately 23 minutes of speech. The experiments compare
results on the headset, lapel, and single distant (from Array 1, as
indicated in Figure 1) microphone data to the output of both the
fixed beamformer and blind beamformer techniques described in
Section 3.

4.2. Baseline Experiments

Recognition results using the baseline HMMs with no adaptation
are shown in column 1 of Table 1. The performance using Head-
set data is comparable to that obtained on the original WSJCAM0
recordings, however the recognition deteriorates significantly when
data from the other channels is used. It is encouraging to note,
however, that the results on beamformed data are significantly bet-
ter than the single distant microphone (SDM) case.

4.3. Acoustic Channel Adaptation

It was hypothesised that the deterioration was in part due to chan-
nel mismatch between the training and test conditions and an ex-
periment was conducted to verify this. To compensate for the mis-
match the baseline models were adapted using a static, two pass,
MLLR [14] adaptation. In the first pass a global transformation
was performed, and in the second, specific transforms for speech
and silence models are calculated. Adaptation data was taken from
the UEDIN stationary speaker DEV set and consisted of 432 sen-
tences comprising approximately 50 minutes of speech. Adapta-
tion data was matched to the testing condition (that is, headset data
was used to adapt models for headset recognition, lapel data was
used to adapt for lapel recognition, etc.). Results for the matched
adaptation case are given in column 2 of Table 1. As expected, the
headset results show little improvement over the unadapted case

since the training and test data would already be closely matched
before adaptation. Both the fixed and blind beamformers show
significant improvements, giving approximately the same perfor-
mance. Other studies [6] have shown that recognition results from
beamformed channels are comparable, or even better than those
from lapel microphones. This is not observed in the current experi-
ments — the lapel data showing approximately 15% improvement
over the beamformer — likely due to the effects of high rever-
beration. The lapel will naturally have a higher ratio of direct-
to-reverberant speech energy (due to proximity to the speaker),
and may also benefit by being mounted on a large sound absorb-
ing surface (the speaker), as opposed to the acoustically-reflective
wooden array mount. This is borne out in the SDM results which
show a 53% decrease in performance over the lapel. The SDM mi-
crophone is identical to the lapel, the only difference being that it is
mounted in the array, and is thus located farther from the speaker’s
mouth.

A breakdown of the results per speaker for the Channel adapted
case are shown in Table 2. These results show a large variation in
performance between speakers — Male British speakers in gen-
eral outperforming either the female, or non British males. As
mentioned above, the majority of the training set were Males with
British English accents and as such the models would better match
the British English Males in the test set.

4.4. Speaker Dependant Adaptation

To overcome this, a second adaptation experiment was performed
in which the 17 adaptation sentences recorded by the test speakers
were used to generate speaker dependant transforms. Again these
transforms were generated with data recorded from matched chan-
nels and therefore accounted for variations in both channel and the
talkers speaking style. The results of this experiment are given
in column 3 of Table 1 and show improvements over the channel
adapted case, while retaining the same trend of results across chan-
nels. A breakdown of results per speaker for the Speaker adapted
case is given in Table 3. As expected the largest improvements are
seen in the females and, in particular, the Canadian speaker, whose
speech would not have been represented in the training set at all.
Since many of the speakers from recorded at the TNO and IDIAP
locations will be non-native speakers (due to the lack of native
English speakers at these sites) it is likely that speaker dependant
adaptation will provide significant improvements on much of the
rest of the corpus when it becomes available.

While the recognition accuracy of the array output is worse
than that of the lapel data, even in the adapted case, it is far closer
to the performance of the close talking microphones than that of
a single distant microphone. The results also show that, while er-
ror rates from the fixed beamformer are consistently lower than
those from the blind algorithm, the difference is small — less than
1% in the channel adapted case. This suggests that, if information
about the array geometry and speaker locations is known, it should
be used in estimating the beamformer filters. However if this in-
formation is not available then estimates of the delays using an
automatic procedure still gives significant improvements over the
SDM case. This information is of direct use in circumstances such
as the NIST RT05s evaluation [15] in which layout information
was only available for some of the recording rooms.
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Speaker Gender Accent Headset Lapel Fixed Blind SDM

1 Male British 7.6 13.6 23.4 26.6 70.3
2 Male British 8.8 11.2 22.6 23.2 53.1
3 Female British 10.5 20.4 33.9 31.0 72.1
4 Female British 21.5 28.9 40.5 41.3 83.2
5 Male Canadian 20.0 25.8 53.3 55.9 86.3

Table 2. % Word error rates per speaker - channel adaptation

Speaker Gender Accent Headset Lapel Fixed Blind SDM

1 Male British 8.7 13.4 20.4 25.1 66.2
2 Male British 7.7 9.5 18.3 22.3 42.5
3 Female British 9.2 19.5 22.5 20.8 59.6
4 Female British 19.0 25.7 30.6 38.8 81.7
5 Male Canadian 16.1 25.3 45.0 47.2 82.1

Table 3. % Word error rates per speaker - Speaker dependant adaptation

5. CONCLUSIONS AND FUTURE WORK

In this paper, the specification of a new multi-channel audio visual
read speech corpus has been presented. The database is currently
being recorded and annotated. The corpus provides data recorded
in number of instrumented meeting rooms suitable for a wide va-
riety of tasks of application to the analysis of speech in meetings.
Recognition results on a subset of the new corpus using data from
headset and lapel microphones, two beamforming techniques and a
single distant microphone have been compared. It has been shown
that, when channel adaptation is applied to the acoustic models,
the array techniques provide recognition accuracies far superior to
those obtained using a single distant microphone. It has also been
shown that, if information about the room layout is available, using
it to estimate the beamformer filters can provide small improve-
ments in accuracy over blind estimation of the filters. According
to our current schedule, the corpus is expected to be completed
and prepared for distribution by late 2005. Ongoing work will in-
vestigate more sophisticated beamforming techniques, in particu-
lar focussing on the problems of moving speakers and overlapping
speech.
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Stationary Speaker Moving Speaker Overlapping Speakers
Speaker Prompts Speaker Prompts Speaker 1 Seat Prompts Speaker 2 Seat Prompts
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TNO-5 Dev 15 TNO-5 Dev 5 TNO-5 Whiteboard Dev 6 TNO-1 Presentation Dev 10
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